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ABSTRACT

The use of trust in recommender systems has been shown to im-
prove the accuracy of rating predictions, especially in the case where
a user’s rating significantly differs from the average. Different
techniques have been used to incorporate trust into recommender
systems, each showing encouraging results. However, the lack of
trust information available in public datasets has limited the empir-
ical analysis of these techniques and trust-based recommendation
in general, with most analysis limited a single dataset.

In this paper, we provide a more complete empirical analysis of
trust-based recommendation. By making use of a method that in-
fers trust between users in a social graph, we are able to apply trust-
based recommendation techniques to three separate datasets. From
this, we measure the overall accuracy of each technique in terms
of the Mean Absolute Error (MAE), the Root Mean Square Error
(RMSE) as well as measuring the prediction coverage of each tech-
nique. We thus provide a comparison and analysis of each tech-
nique on all three datasets.

Categories and Subject Descriptors

H.3.3 [Information Storage and Retrieval]: Information Search
and Retrieval—information filtering, Selection process, Retrieval
Models; 1.5.1 [Computing Methodologies]: Pattern recognition—
Models

General Terms
Algorithms

Keywords
Recommender Systems, Trust-Based Recommendation, Social net-
works

1. INTRODUCTION

In the context of recommender systems, the emergence of trust [23,
21, 5, 15, 22] as a key link between users in social networks is a
growing area of research, and has given rise to a new form of rec-
ommender system, that which incorporates trust information ex-
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isting between users into the recommendation process. The main
concept behind this is the sociological idea that users are more in-
clined to have similar opinions and tastes to people they know and
trust. Trust-enhanced recommender systems thus refine the clas-
sical recommendation techniques, by making use of trust relation-
ships between users in a network. These connections generally take
the form of weighted trust assertions between users, indicating how
much one user trusts another. By using such a Web of Trust, a num-
ber of techniques have been proposed in the literature that have
been shown to perform significantly better than traditional recom-
mendation techniques, in terms of overall accuracy and coverage
of rating predictions, particularly where a user’s rating of an item
differs significantly from the average rating for this item.

Previous studies have provided empirical comparisons of different
techniques of incorporating trust into recommendation algorithms.
However, due to the unavailability of suitable datasets, which pro-
vide trust information, such analysis has usually been restricted to
just a single dataset.

In this paper, we provide a further empirical analysis and compare
the main techniques of incorporating trust into recommendation
algorithms to traditional collaborative filtering algorithms by per-
forming these techniques on three separate datasets. To do this, we
use a trust inference technique developed as part of our previous
work [14] which uses only structural information. The advantage
of this technique is that it is generic and suitable for application on
any number of social networks based primarily on a bipartite graph
that describes a set of users connected to a set of items, regard-
less of the content or purpose of the dataset. Using this method
to automatically infer trust relations between actor pairs in a net-
work allows us to apply trust-based recommendation techniques to
a number of different datasets. This allows us to (1) show the ap-
plicability of trust to a wider range of domains than has previously
been explored and (2) verify if the previous conclusions related to
the improvement of recommendation by means of trust will hold or
not.

2. STATE-OF-THE-ART

The area of trust-based recommender systems has been the object
of extensive study for the past years. Indeed, trust has been shown
to provide significant improvements to classical collaborative filter-
ing techniques. The main difference between most of these trust-
enhanced methods is the acquisition of trust values between actor
pairs. Many algorithms have been developed to acquire trust in
social graphs, of these we present a few.

In [6], Golbeck introduces the TidalTrust algorithm to estimate



trust values between actor pairs in a social network. This algorithm
uses trust values that are explicitly provided by the users of the
network, and trust estimates are thus propagated through the net-
work using a modified breadth-first search. The trust estimate from
user u to user v is thus the weighted average of the trust scores at-
tributed to v by users which u has already trusted, u's neighbours.
u thus issues a request for a trust estimate to all its neighbours, and
if the neighbour has a direct trust value for v, they return this value,
if not they forward this trust request to all of their neighbours in
turn. Each trust value that is returned to u by a neighbour 7 is then
weighted according to the trust value that v has attributed to n, this
same weighting process occurs when neighbours receive answers
to forwards requests.

Massa et al [12, 13] developed a very similar approach to that of
Golbeck called MoleTrust, which also incorporates explicit user
trust assertions and propagate trust through the network in two
phases. Firstly all cycles in the graph are removed, thus turning
it to a directed acyclic graph and then similar to that used by Tidal-
Trust, trust values are propagated to a source user u for another user
v using a trust-based weighted mean of the trust values attributed
to v by the trusted neighbours of u. As well as this, MoleTrust
incorporates an extra parameter into the propagation phase called
the trust propagation horizon. This parameter specifies the maxi-
mum hop distance of the graph from the source user u for which
trust is propagated. This parameter is used for two reasons, firstly
to reduce computational cost, but also, as they say, because the
reliability of the propagated trust decreases with every new trust
propagation hop.

O’Donovon and Smith [17] developed a method to automatically
generate trust between users based on ratings history between the
two users. The resulting trust metric can be seen as a reliability
metric between two users. In this work, the authors distinguish two
types of trust, item-level and profile-level. Trust is then built up
between users v and v, by measuring the reliability of v’s past rec-
ommendations for u, which is seen as the percentage of predicted
ratings v has made for v which have been within a certain threshold
of u's actual rating for the recommended item. This trust is then
seen in two levels, as a general reliability score for v dubbed the
profile level or at a finer grained item level which measures reliabil-
ity of v to recommend item <.

Wang et al [20] develop a method to generate trust between users
based on their common fastes. By first grouping items into dif-
ferent clusters, the authors use a frequency measure of the number
of ratings each user asserts to different groups of items, and thus
build up a personalized taste set for user and infer trust based on
the common taste sets between users.

All of these methods generate trust estimates between users, and
use these trust relationships in various collaborative filtering tech-
niques to generate personalized predictions of items to users. Each
study has shown that the incorporation of trust into recommenda-
tion techniques improves the accuracy of recommender systems in
comparison to basic collaborative filtering, especially where the
user’s rating for an item differs from the average rating for this
item.

An empirical comparison of some of the more used methods of
incorporating trust into collaborative filtering techniques was made
by Victor et al in [19]. This analysis compares a number of different
trust-enhanced recommendation techniques in terms of prediction

coverage, and average error rate. These techniques were applied to
a set of controversial reviews from the Epinions.com dataset, for
which they develop an algorithm to identify controversial reviews
based on the level of disagreement between the ratings in this set.
In similar work, Victor et al [18] also compared the different algo-
rithms for generating and propagating trust values (TidalTrust, Mo-
leTrust and O’Donovan et al). Again, this comparison was based
on the application of these methods to controversial items in the
network. However, this comparison was performed uniquely on
the Epinions.com dataset.

In this paper, we provide a more complete empirical analysis of
trust-based recommendation. By making use of a method to in-
fer trust between users in a social graph, we succeed in applying
trust-based recommendation to three different data sets instead of
limiting the analysis to only the Epinions.com dataset. In fact, to
the best of our knowledge, this is the first work that provides an
empirical analysis of trust-based recommendation by means of a
trust inference method.

3. RECOMMENDATION TECHNIQUES

In this section we present the standard and trust-enhanced recom-
mendation techniques analysed in this paper.

3.1 Standard Techniques

In this section we present two standard collaborative filtering (CF)
techniques, used in many recommender systems. To generate a
recommendation for an item ¢ to user u two of these algorithms
use a similarity measure between v and a user v who has already
rated ¢ to weight the rating that v gave to ¢ in the computation.
This similarity measure is generally given by Pearson’s Correlation
Coefficient (PCC).

3.1.1 Simple mean
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Equation 1 shows a simple average of all ratings for item %, where
|R| is the total number of raters for ¢. This method is still used in
some recommender systems.

3.1.2  Pearson weighted mean
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Equation 2 shows the standard weighted sum algorithm for rating
prediction. Like the simple mean formula (Eq. 1), this formula
uses the the average of the ratings of other users for item ¢, but per-
sonalizes the prediction for a target user u by weighting the ratings
according to how similar the rating user v is to the target user u.
This weighting, w,,, ., is usually calculated using PCC. As stated in
[19], in practice only the ratings of users with a positive correlation
to u are considered in the prediction, this is represented in Eq. 2 by
the set R

3.1.3  Pearson collaborative filtering
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Equation 3 shows Resnick’s classic CF formula [16], where wy,,
represents the weight of similarity between users « and v. This
similarity weight is again usually calculated by using PCC. A pre-
diction for an item ¢ for user w is based on the mean rating 7, of
user u and the sum of the ratings of other users for item . As de-
scribed in [1], this algorithm is a form of adjusted weighted sum,
which takes into account the fact that different users may use the
ratings scale in different ways, by using the deviations of a user’s
rating for item ¢ from the user’s average rating overall. These rat-
ings are thus weighted using the results of the similarity measure
Wy, calculated using PCC.

3.2 Trust-enhanced Techniques

In this section we present the trust-enhanced recommendation tech-
niques used in this paper. Generally, these algorithms are enhance-
ments of the standard techniques, and others have been developed
to follow the idea that users are more inclined to appreciate recom-
mendations from their trusted peers.

3.2.1 Trust-based weighted mean
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Equation 4 shows an enhanced version of the Weighted Mean for-
mula shown in Eq. 2. This formula uses the trust value present
between users u and v as a weight for the ratings of other users in
place of the similarity measure. This is the technique used by the
TidalTrust algorithm [6] presented above to incorporate their trust
metrics into the recommendation process.

3.2.2  Trust-based collaborative filtering
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Equation 5 shows a refined version of Resnick’s CF formula which
incorporates trust. In this method, the similarity weight attributed
to ratings by user v for user u, calculated using PCC is replaced
with the value of trust ¢,,,,, present between u and v. This is tech-
nique used by the MoleTrust algorithm [10] to incorporate their
trust metrics into the recommendation process.

3.2.3 Trust-filtered mean
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Equation 6 shows a trust filtering method, whereby the raters of
item ¢ are filtered according to their trust values, where only the
raters who are trusted above a certain threshold are used in the
computation of predicting a rating. Using these raters, we then
take a simple average of their ratings for item <. This method pro-
vides results according to the idea that “users are more likely to
accept recommendations from their most trusted friends”. We use
this method in our comparison to evaluate the applicability of these
claims.

3.2.4  Trust-filtered collaborative filtering
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Equation 7 shows Resnick’s CF technique refined to include the
trust value ¢, ., as a further filtering mechanism to choose only the
item raters who are trusted above a certain threshold. In this for-
mula, the weight w,, ,, is still used in the weighting process of the
rating values, and is calculated using PCC. This technique is that
used by O’Donovan and Smith in [17].

3.2.5 Ensemble Trust
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Finally, Eq. 8 shows the Ensemble Trust CF technique, as pro-
posed by Victor et al [19]. In this work, the authors explain that
this technique aims to take into account all possible ways to ob-
tain a positive weight for a rater of an item while favoring trust
over similarity. This method thus aims to increase the percentage
of predictions made by the recommender system, which they call
the coverage, a term also used in this work.

4. INFERRING TRUST RELATIONSHIPS

In order to apply trust-enhanced recommendation techniques, we
needed to obtain trust information between actor pairs in each dataset.
As both the MovieLens and LibimSeTi datasets do not provide such
information a prioi, we use a trust inference formula developed in
our previous work [14] to automatically infer trust relationships be-
tween users in each of the datasets used.

4.1 A Method for Trust Inference

In previous work [14], we develop a method to infer trust between
actor pairs in social networks based on the structural features of
the bipartite graph typical of most social networks. Typically, so-
cial networks correspond to a bipartite graph representing a set of
actors (e.g. users) connected to a set of items (e.g. books). Each
connection corresponds to an act through which an actor performs
an operation on an item (rating, buying, commenting. . .). Formally,
let G = (AU I, E) be a bipartite graph where A and I are two dis-
joint sets, the set of actor and the set of item vertices respectively,
and E C A x I is the set of edges (i.e. interactions between ac-
tors and items). The difference with a classical graph lies in the
fact that edges only exist between actor vertices and item vertices.
Using only the structural information of the graph, we infer trust
between users by taking into account two key structural factors:

1. Firstly, by using the Jaccard Index to compute a distance
measure between vertices in set A. As we are dealing with
a bipartite graph, each vertex does not have a direct connec-
tion to any vertex in the same set. We thus consider the set of
vertices S € A, through which vertex u has an indirect con-
nection in the graph through the vertices in set / for which u
has a directed edge. We define this as the two-hop neighbour-
hood of u represented by IV, below, connecting w to vertices
in the same set, through u's interaction with vertices in set I.
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2. Secondly, we compute a distance measure between vertices
in set A in relation to the popularity of the vertices in set I for
which they both have a directed edge (i.e. their shared items),
represented by the indegree of the shared item ¢ (deg(7) in
equation 10. This distance measure follows the intuition that
the popularity of an item in a social graph is inversely related
to the level of trust between actor pairs who have rated it.
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By combining these two aspects, our trust inference formula is pre-
sented as a whole in Eq. 11.

Trust(u,v) = aJ(u,v) + B(1 — (11)
where S1 is the set of shared items between the users, and a+ 3 =
1. The constants « and g are used to weight each structural aspect
of the trust inference formula (Eq. 11), according to their contri-
bution to the computation of trust between users. The parameter o
defines the contribution of the distance measure shown in Eq. 9,
and parameter 3 defines the contribution of the distance measure
shown in Eq. 10.

As explained in our previous work, the parameter 0 < o < 1
is incorporated into the equation for the second structural factor
in order to provide a way to modify the distribution of the values
computed by D(¢) between [0, 1]. In other words, this parameter
is used to define from which degree value an item is considered
as popular. The value for this parameter depends entirely on the
connectivity of the items in the dataset, as items become more and
more connected. As the dataset evolves, the value of o can be
adjusted to reflect this.

4.1.1 Choosing Parameter Values

For the purposes of this empirical analysis, we wanted to be able
to get a clear comparison of each recommendation technique, and
how they perform on each dataset. For this, we decided to use
the same values for the parameters: «, 3 and o and not to tailor
the values of the parameters specifically to any of the datasets to
find values would be most applicable to each specific dataset, but
instead to use the same set of values that would return comparable
results for all.

Table 4.1.1 shows the values of «, 5, and o chosen for the remain-
der of this paper. We remark here that the structural aspect of Eq.
10 weighted by the parameter /3, has the most important contribu-
tion to the computation of trust between actor pairs.

The choice of these values was based on the results of serious of
tests further to the training phase presented in [14], whereby the
trust and distrust prediction accuracy of the formula was measured
for possible combinations of values for the parameters « and f3.
Considering the high connectivity properties of the datasets used,
as will be discussed later, the value of 0.2 was chosen for param-
eter o so as not to overly punish the items in the well connected
MovieLens dataset, but at the same time taking into consideration
the sparseness and much lower connectivity properties of the Epin-
ions dataset.

5. EXPERIMENTS
5.1 Datasets
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Table 1: Selected parameters

The purpose of this work is to provide an analysis and compari-
son of the recommendation techniques presented in section 3, on a
number of different datasets. To this end, we have selected 3 pub-
licly available datasets previously used for the study of recommen-
dation systems. Each dataset differs in their intended purpose and
properties, such as the connectivity and size of the graph, as well as
the sparsity and distribution of ratings. These datasets thus allow
a good analysis of the performance and behavior of the different
techniques in different circumstances.

5.1.1 MovieLens

The MovieLens dataset [16] is widely used for the study of recom-
mender systems, and was publicly distributed by the GroupLens
Research group (http://www.grouplens.org/). MovieLens is an on-
line social network where users can rate movies. The dataset used
is a commonly used version of the network and is available directly
from the GroupLens website. It contains 6040 users, 3900 differ-
ent movies, and 1, 000, 209 ratings. Movie ratings are on a discrete
scale from 1 to 5 stars, and this version of the dataset is well con-
nected, with each user in the set having at least 20 ratings encoded.

5.1.2 LibimSeTi

LibimSeTi (http://www.libimseti.cz/) is an on-line dating service,
where users are able to store personal profiles, as well as rate the
profiles of other users. The dataset [2] used contains 17, 359, 346
anonymous ratings, on a discrete scale from 1 to 10, with 168, 791
profiles made by 135, 359 LibimSeTi users. From this dataset, we
used 20, 000 randomly chosen profiles, as will be explained.

5.1.3 Epinions

The epinions dataset used was that available from trustlet.org. Epin-
ions.com is an on-line social network where users contribute re-
views and share their opinions on any number of items or topics,
from books and DVDs to holidays and restaurants. Users can also
provide ratings on a scale of 1 to 5 for these items. In addition to
this rating system, Epinions also provides a “Web Of Trust” facility,
whereby users can explicitly provide “zrust” assertions, indicating
their individual trust for other users in the network, based on the
quality of reviews provided. These ratings, as well as the web of
trust service are used to provide recommendations for item reviews
deemed to be most applicable to individual users. The availability
of this explicit trust information has made this dataset very popular
in the study of trust-enhanced recommendation systems. However,
for the purposes of this comparison, we do not use this explicit trust
information as we are interested in providing an equal comparison
of trust in recommender algorithms across all datasets, and thus we
only use the ratings information to automatically generate a web of
trust, in the same manner as the other datasets.

5.2 Performance Measures

To measure the performance of each of the recommendation al-
gorithms for the purpose of comparison, we follow the common
technique of hiding a certain number of ratings from the graph, and
applying each algorithm in turn to predict the value of this rating.
From these predictions, we measure the accuracy of each algorithm
according to two commonly used accuracy measures in the field of
recommender systems [8].



Firstly, we use the Mean Absolute Error (MAE) as shown in Equa-
tion 12, where NV is the total number of ratings to predict, P, ; is
the predicted value of the rating of item ¢ by user v and R, ; is the
real value of the rating of item ¢ from user w. The MAE measures
the average absolute deviation between the predicted rating P, ; of
the algorithm and the user’s true rating R, ;.

Secondly, we use the Root Mean Square Error (RMSE) shown in
Equation 13. We use the RMSE as well as the MAE as it gives us
a broader view of the performance of each algorithm. As discussed
in [8, 13], while using only the MAE, each error in prediction is
treated with equal value, whereas with the RMSE, larger errors in
prediction are given relatively more weight, as the difference be-
tween the predicted rating P, ; from the real rating R,, ; is squared.
This means that the RMSE punishes predicted values that deviate
further from the real rating value. As a result, lower RMSE val-
ues indicate that an algorithm is more accurate in the sense that its
predicted values do not deviate very far from the true rating.

SV 1Pas = R
N

N P 2
FMSE = \/Zi_l(RuzG D) (13)

As well as these accuracy measures, we follow the analysis of per-
formance as discussed in [8, 19, 20, 13], and measure the coverage
of the algorithms. The coverage is simply the percentage of the
hidden user to item ratings for which the algorithm was able to
produce some sort of prediction. We compute this by taking the
number of ratings for which the algorithm was able to make a pre-
diction and divided it by the total number of hidden ratings that
were to be predicted, as shown in Equation 14, where P is the total
number of predictions that were made by the algorithm, and N is
the total number of user to item ratings that were requested of the
algorithm to predict. The coverage of predictions has been shown
to be an important measure of performance for recommendation al-
gorithms, where some techniques have been shown to be unable to
produce predictions for a significant percentage of ratings. This can
happen for example with Resnick’s collaborative filtering formula
(equation 3) when there are no users who have rated an item ¢ who
have a positive Pearson correlation with the target user u.

MAE = 12)

P
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5.3 Validation Process

Before we began, we extracted a sample subset of 20,000 ran-
domly chosen users from both the LibimSeTi and the Epinions
dataset. For the MovieLens dataset, with just over 6,000 users
we used the entire dataset. In previous studies [6, 11, 19, 17], the
performance of recommender systems is typically assessed using a
leave-one-out method, which entails hiding each rating in the graph
one by one, and thus predicting the value of this rating using the
recommendation algorithm. This process is then repeated a certain
number of times to build up a measure of accuracy of the algo-
rithm. However, in this work we wish to measure the performance
of each algorithm when there are different percentages of ratings
missing and thus less information available. In order to do this,
and to compare each of the different recommendation techniques
on each of the data samples, we followed a standard k-fold cross
validation process, which we will explain in this section. The pro-
cess described in this section was repeated in an identical fashion
for all three datasets.

To begin, we first split the data samples into randomly chosen sub-
sets of 1,000 users. For each subset, we then randomly removed a
certain percentage of the ratings from the graph, which were then
used as the ratings to be predicted by each recommendation algo-
rithm. Once we had removed these ratings, we then applied our
trust inference formula to the remaining subset, as detailed in sec-
tion 4. Doing this thus generated a new trust graph computed by our
formula, linking users of the subset together by means of weighted
symmetric trust links. Following this, each recommendation algo-
rithm described in section 3 was then applied to the subset to predict
the ratings that had previously been removed. The trust-enhanced
algorithms thus used the trust information contained in the com-
puted trust graph in the process of computing their predictions. By
comparing the resulting predicted ratings of each algorithm to the
corresponding actual rating we were able to compute the accuracy
and coverage measures as detailed in section 5.2, and measure the
performance of each recommendation algorithm for each subset.
The final performance results of each algorithm presented in Ta-
bles 3, 4, and 2 are thus the mean of the results computed for each
subset. This process was then repeated 5 times for 10%, 20%, 30%,
and 50% of the ratings randomly removed.

6. ANALYSIS & DISCUSSION

In this section we present the results of the experiments performed
on the selected datasets, then give an overview of the results before
going in depth for each dataset. Tables 2, 3, and 4 report the per-
formance results for each algorithm performed on the MovieLens,
Epinions, and LibimSeTi datasets respectively. Each table presents
the results (MAE, RMSE and Coverage) achieved by the tested al-
gorithms, performed with 10%, 20%, 30% and 50% of the ratings
hidden.

6.1 Overview

Overall, we remark that the trust-based techniques, on average, out-
perform their standard counterparts for all three datasets. This fol-
lows the results of previous studies [4, 11, 19] and thus adds further
weight to the idea that trust can enhance recommendation algo-
rithms. In terms of the accuracy, we also remark that the perfor-
mance of each algorithm differs depending on the dataset on which
it is used.

For example, if we consider the figures for 10% of ratings hid-
den in the results for the Epinions dataset shown in Table 3, we
can see that the algorithms using a weighted mean strategy, Trust-
based WM (Eq. 4) and Pearson WM (Eq. 2) with MAE of 0.919,
and 0.951 respectively slightly outperform the techniques based on
Resnick’s formula: Trust CF (Eq. 5), and Pearson CF (Eq. 3) with
MAE of 0.927 and 0.966 respectively. However, the opposite is
true for the LibimSeTi dataset (Table 4) and the MovieLens dataset
(Table 2) where the Resnick-based techniques significantly outper-
form those using a weighted mean, demonstrated by a superiority
of 0.56 of the Trust CF algorithm over the Trust WM algorithm in
the MovieLens dataset with 10% of the ratings hidden. One possi-
ble cause of this swing in fortunes could be the different connectiv-
ity properties and the distribution of the item ratings of each of the
datasets. As discussed by Massa in [11] using the same Epinions
dataset, the vast majority of ratings (74%) in the Epinions dataset
are given a weight of either 4 or 5 stars. Of these, 45% are given
the highest rating of 5, meaning that there is very little variance in
rating values. As the Resnick-based algorithms use the variance of
auser’s rating for an item to the user’s average rating as part of their
computations, such lack in variance may indeed be hindering these
algorithms. On the other hand, as discussed earlier, the MovieLens



dataset is highly connected with users having rated at least 20 items
each, and as shown in [3] these ratings are follow a normal distri-
bution with a significant degree of variance. This variance thus
allows the Resnick-based algorithms to use more information and
outperform those using only a weighted mean.

6.1.1 Trust Filtered Mean

Considering the Trust Filtered Mean algorithm (Eq. 6), which
takes a simple average of all of the ratings given trusted users,
and thus filtering out all other ratings, the results are not intuitively
straightforward. Indeed, for the results performed on the Movie-
Lens dataset, the Trust Filtering Mean algorithm performs identi-
cally to the Simple Mean algorithm (Eq. 1) in terms of accuracy,
with a slightly worse RMSE performance for some of the tests.

A possible explanation for such similarity in scores could be the
high connectivity of the items in the MovieLens dataset, meaning
that even when the algorithm filters out all untrusted users who
have rated an item there is still a relatively high number of raters
left, and an average of their rating values might still give a result
very close to the average rating as computed by the simple mean
algorithm. This doesn’t exactly follow the original motivation laid
out for this technique, that users would be more likely to appre-
ciate recommendations from those whom they trust. Furthermore,
for the Epinions dataset, the Trust Filtered Mean actually performs
worse than the Simple Mean, performing quite similar accuracy re-
sults with only 10% of ratings hidden but falling to an inferiority of
0.1 for 50% of the ratings hidden. This may be attributed to both
the sparsity of the Epinions dataset, meaning that the algorithm has
less information to be able to infer trust between users, as well as
this, due to the lack of variance in the ratings, it seems that filter-
ing only the trusted information can still not outperform a simple
mean. Again, even though it performs the second best out of all of
the other algorithms it still doesn’t quite fit our methodology.

However, for the LibimSeTi dataset, we can see that the trust fil-
tered mean algorithm consistently outperforms the simple mean in
terms of both the MAE and the RMSE performance measures, and
increases this superiority as the number of ratings that are hidden
increases, with a superiority of up to 0.37 for the MAE with 50% of
the ratings hidden. This increased performance may be attributed
to the distribution of the ratings within the LibimSeTi dataset. As
discussed in [3], this LibimSeTi dataset contains a large proportion
of extreme ratings, with a large percentage of ratings in the dataset
having either the lowest possible value of 1, or the highest possible
value of 10. As will be discussed, previous studies [4, 12] have
shown that with such difference in opinion between the ratings of
items (i.e controversial items), trust can be used to provide a more
personalized recommendation to the individual users. From these
results, we can see that this seems to hold true for this dataset, and
indeed seems to follow the motivation of the trust filtered mean al-
gorithm, whereby only using the ratings information provided by
trusted users provides better accuracy results when a user’s rating
for an item differs significantly from the average rating of this item.

6.1.2 Trust Filtered Collaborative Filtering

One surprise result in terms of accuracy was that of the Trust-
Filtered collaborative filtering technique (Eq. 7) proposed in [17].
In comparison to the other algorithms, this technique performed
quite poorly in the experiments, and in fact, was consistently the
worst performer in terms of MAE. This result goes against previ-
ous intuition that users are more inclined to appreciate more rec-
ommendations from their trusted neighbours.

One explanation for this performance could be related to the way
in which the technique filters users. From the set of users with a
positive Pearson correlation (PCC), this technique also filters non-
trusted users. Such extreme filtering constrains the amount of users
that can be used in the recommendation process and may indeed
eliminate genuinely trusted users from the recommendation pro-
cess who do not have a positive correlation to the target. This
consequently constrains the amount of information that the recom-
mendation algorithm can use to make a prediction, thus limiting
predication accuracy.

However, if we take a closer look at the RMSE results for this tech-
nique, we can see that it actually outperforms a number of the other
techniques. From this, we may deduce that although the technique
gives the correct prediction less often than the other techniques, the
error in prediction is never too high, as the RMSE punishes large
errors in prediction.

6.1.3 Coverage

In terms of coverage, we can also see that the trust-enhanced tech-
niques vastly improve the coverage of each of the recommendation
algorithms, particularly when the dataset itself is very sparse, as is
the case with the Epinions dataset. But as well as this, in the case of
the more connected MovieLens and LibimSeTi datasets, we notice
that when the percentage of hidden ratings is increased the coverage
of the standard collaborative filtering techniques using PCC drops
considerably, whereas the rate of coverage of the trust-enhanced
techniques stays reasonably stable, and drops at a much slower rate.
Taking an example from the LibimSeTi dataset, when 50% of the
ratings are removed, the trust-enhanced techniques outperform the
standard techniques in terms of coverage by up to 20%, with the
trust-based algorithms having a coverage rate of 96.69% while the
standard techniques having a coverage rate of only 76.32%. A pos-
sible explanation for this increase in accuracy in this case could be
the potential of our trust inference formula to find trusted neigh-
bours beyond those whom a user shares an item. As discussed in
section 4, our formula uses two structural features to infer trust
information, and does not only concentrate on shared items. The
use of the two-hop neighbourhood in this formula allows our for-
mula to infer trust between users who have not yet rated one of
the same items. Bearing in mind that PCC is primarily based on
shared items, this means that the set of trusted users for a user is
more likely to be larger than that of the set of users for which PCC
returns a positive result, especially when 50% of the ratings have
been hidden.

We can see that this difference in coverage remains the same for the
Epinions dataset with an improvement of almost 40% when 50%
of the ratings are removed, but it does not hold for the MovieLens
dataset, where the trust-based techniques only deliver around 0.8%
improvement. This suggests that as both the LibimSeTi dataset
and more particularly the Epinions dataset are more sparse than the
highly connected MovieLens dataset, the likelihood is higher that
the increased removal of ratings will remove shared items between
users. When considering the fact, as discussed in [11] that more
than 50% of the users in the Epinions dataset have provided less
than 5 ratings this become more evident. However, with each user
having a minimum of 20 rated items in the MovieLens dataset this
is less likely to be the case, as users have rated much more items
and thus are more likely to have more shared items.

Apart from the Simple Mean algorithm (Eq. 1), we remark that
Ensemble Trust algorithm (Eq. 8) proposed by Victor et al in [19]



10% hidden 20% hidden 30% hidden 50% hidden
Algorithm MAE RMSE Cov% MAE RMSE Cov% MAE RMSE Cov% MAE RMSE Cov%
Pearson CF 0.707 099 98.74 0.714 09988 98.08 0.721 1.008 97.50 0.741 1.030 96.08
Pearson WM 0.764 1.041 98.74 0.769 1.049 98.08 0.775 1.055 97.50 0.792 1.078 96.08
Simple Mean 0.755 1.024 100 0.756  1.027 100 0.756 1.028 100 0.762 1.034 100
Trust CF 0.700 0980 9996 0.702 0.982 9996 0.704 0985 9995 0.712 0.993 99.93
Trust Filtered Mean ~ 0.755  1.025 99.96 0.756 1.027 9996 0.756 1.029 9995 0.762 1.035 99.93
Trust Filtered CF 0.78 0.993 98.10 0.790 1.004 9725 0.795 1.011 9648 0.813 1.033 94.62
Trust WM 0.756 1.026 9996 0.757 1.029 9996 0.757 1.030 99.95 0.764 1.037 99.93
Ensemble Trust 0.700 0979 99.99 0.702 0982 99.99 0.704 0984 9999 0.712 0.992 99.97
Table 2: Results for MovieLens
10% hidden 20% hidden 30% hidden 50% hidden
Algorithm MAE RMSE Cov % MAE RMSE Cov% MAE RMSE Cov% MAE RMSE Cov%
Pearson CF 0966 1356 49.17 0991 1391 41.74 1.012 1413 34.69 1.048 1462 20.94
Pearson WM 0951 1367 49.17 0971 1399 41.74 0988 1420 34.69 1.015 1465 20.94
Simple Mean 0.898 129 9699 0904 1303 9388 0923 1.328 89.73 0935 1.349 79.87
Trust CF 0.927 1308 8337 0946 1329 79.28 0965 1356 73.76 1.004 1403 59.86
Trust Filtered Mean  0.898 1.297 83.37 0911 1.308 79.28 0.924 1331 73.76 0945 1361 59.86
Trust Filtered CF 1.029 1360 4847 1.0503 1394 4080 1.074 1.4215 329 1.110 1470 188
Trust WM 0919 1323 8337 0941 1345 79.28 0952 1368 7376 0981 141 59.86
Ensemble Trust 0.927 1.308 83.37 0.946 .33 79.28 0965 1356 0.737 1.004 1.403 59.86

Table 3: Results for Epinions

leads to the best coverage performance providing almost optimal
coverage in every dataset regardless of the number of ratings hid-
den, this again follows the observations made by the authors them-
selves. As stated in their work [19], the motivation for this algo-
rithm was to account all possible ways to obtain a positive weight
for a user to include them in the recommendation process, while
favoring a trust weight over a similarity weight computed by PCC.
It is worth noting also here, that again this benefit in coverage does
not come at the expense of accuracy, with the Ensemble Trust al-
gorithm performing equally well in terms of accuracy as the Trust-
enhanced collaborative filtering (Eq. 5, indeed in the results for the
MovieLens dataset in table 2 we see that Ensemble Trust returns a
slightly better MAE.

6.2 MovieLens Results

Table 2 presents the results of each algorithm performed on the
MovieLens dataset. Further to that discussed in section 6.1, on
close inspection of the results, we see that the standard formulae
perform quite well, with the Pearson CF (Eq. 3) returning a MAE
of 0.707 with 10% of the ratings hidden. On the other hand, we
also notice that the Trust CF algorithm (Eq. 5) performs slightly
but not significantly better with a MAE of 0.70. This is more than
likely due to the high connectivity of the dataset, with many rat-
ings available for PCC to use. However, we notice that as the
percent of ratings that are removed increases the accuracy of the
trust-based formulae do not drop as quickly those of the standard
formulae. Again this may be attributed to the fact that our trust in-

ference formula is able to connect users to a wider range of users,
and even though it does not use the ratings information like PCC
does it seems that it is still able to gather enough information to
perform well, and indeed slightly better. We also remark here that
the Ensemble Trust algorithm (Eq. 8) actually performs the best
for this dataset, slightly outperforming the TrustCF technique for
both MAE and RMSE measures. The performance of the RMSE
measure shows, as stated in section 5.2, that even though Ensem-
ble Trust maximizes the coverage of rating predictions as much as
possible it doesn’t compromise the accuracy of the predictions and
doesn’t suffer from the coverage-accuracy trade-off. As discussed
in section 6.1, this can be attributed to the fact out trust formula
does not use any form of propagation and infers direct trust between
users. These results show that by using both the PCC information
and the trust information Ensemble Trust is able to maximize cov-
erage as well as accuracy.

6.3 Epinions Results

Table 3 shows the results performed on the subset of the Epinions
dataset. First of all, from these results we remark that, counter-
intuitively, the naive Simple Mean algorithm (Eq 1) actually out-
performs all of the other algorithms. Of course, this is not the
case for both MovieLens and LibimSeTi datasets and certainly goes
against intuition. However, these results are not completely a sur-
prise and are similar to those observed in [11] for the same dataset.
The main explanation for this result, is the fact introduced in sec-
tion 6.1 that the vast majority of ratings (74%) in this dataset have



10% hidden 20% hidden 30% hidden 50% hidden

Algorithm MAE RMSE Cov% MAE RMSE Cov% MAE RMSE Cov% MAE RMSE Cov%
Pearson CF 1444 2148 89.43 1453 2167 8585 1461 2176 83.05 1472 2196 7632
Pearson WM 1452 2275 8943 1454 2298 8585 1455 2304 83.05 1453 2327 7632
Simple Mean 1.459 2223 100 1464 2.247 100 1475 2.266 100 1491 2308 100

Trust CF 1.410 2.077 99.02 1.418 2.094 9873 1433 2116 9833 1456 2.153 96.69
Trust Filtered Mean  1.437  2.206  99.02 1.438 2224 9873 1447 2242 9833 1454 2275 96.69
Trust Filtered CF 1488 2.149 8921 1.498 2170 849 1504 2.178 81.85 1516 2.199 7272
Trust WM 143 2202 99.02 1432 2220 9873 1441 2239 9833 1454 2279 96.69
Ensemble Trust 1.410 2.077 99.02 1.418 2.095 9873 1433 2116 9833 1456 2.153 96.69

Table 4: Results for LibimSeTi

a value of either 4 or 5, with (45%) of these having the highest
rating of 5. With such little variance in the rating values the sim-
ple unweighted mean of all the ratings of users will usually return
values close to the real rating value. This is also reflected in the
performance of the Trust Filtering Algorithm (equation 6), which
performs equally well as the Simple Mean. This algorithm likewise
uses simply a non-weighted average of the ratings for an item, but
this time only from trusted users. But with such little variance be-
tween ratings we noticed that filtering through trusted users does
not improve on the simple mean, and in fact in terms of coverage
performs worse. However, concentrating only of the performance
of the trust-based algorithms against the standard algorithms, we
can see that the trust enhanced algorithms again outperform their
standard similarity based counterparts in terms of accuracy.

In terms of coverage, the percentage of rating predictions the trust-
based algorithms were able to make was almost twice as much as
those based on PCC. Again, this may be attributed to the sparsity
of this Epinions dataset. As discussed, the calculation of PCC uses
the deviation of ratings for shared items from the average rating of
a user, and with the sparsity and low level of rating distribution of
this dataset as discussed in section 6.1, it appears that the algorithm
finds it difficult to compute positive similarity measures between
a sufficient number of users. On the other hand, as discussed in
section 6.1, the use of the two-hop neighbourhood structural aspect
of our trust inference formula (Eq. 11) allows users to connect to
a larger range of other users, resulting in the set of trusted users
who have rated an item for which a rating value is to be predicted
to larger than the set of users with a positive similarity measure
from the PCC, thus giving much greater coverage to the trust en-
hanced techniques. The results from this Epinions dataset show the
advantage of this feature of our formula in very sparse datasets.

As well as this, we remark that trust-enhanced techniques do not
seem to suffer from the so-called “accuracy-coverage trade-oft” de-
scribed in [19], where a rise in coverage is usually at the expense of
accuracy as previously experienced by some trust-enhanced mea-
sures. One possible explanation for this may be that previous com-
parisons have used trust propagation techniques [7] to increase the
coverage of their trust enhanced formulas, and have experienced
the issue whereby shorter propagation paths deliver more accurate
results, and thus increasing the number of hops of propagation de-
livers less accurate trust estimations, and thus negatively impacting
the accuracy of subsequent rating predictions. Our method how-
ever, does not seem to suffer from this drop in accuracy as it does

not use any sort of trust propagation, trust is inferred directly be-
tween users and consequently our resulting trust metrics seem to
avoid the accuracy trade off experienced through trust propagation.

6.4 LibimSeTi Results

Table 4 presents the results for each of the recommendation tech-
niques performed on the LibimSeTi dataset. In comparison to the
improvement in the recommendation accuracy shown in the Movie-
Lens dataset, on a close inspection of the results for the LibimSeTi
dataset, we can a see particularly larger scale of improvement in
the accuracy of predictions when trust is incorporated into the rec-
ommendation process. This is demonstrated by a superiority of
0.34 for performance of the the Trust CF algorithm in relation to
the MAE performance for 10% of the ratings hidden over its stan-
dard counterpart Pearson CF, with both having a MAE of 1.410
and 1.444 respectively. Whereas the superiority between these two
algorithms for the same test on the MovieLens dataset was only
0.07.

One possible explanation for this increased superiority over dif-
ferent datasets may be the increased number of extreme ratings
present in the LibimSeTi dataset, As discussed in [3], this Libim-
SeTi dataset contains a large proportion of extreme ratings, with a
large percentage of ratings in the dataset having either the lowest
possible value of 1, or the highest possible value of 10. In many of
the previous studies that have incorporated trust into the recommen-
dation process [4, 12], it has been shown that difference in opinion
between the users in a dataset is where the trust-enhanced tech-
niques perform best in relation to the standard techniques, where a
user’s rating for a particular item differs significantly from the aver-
age rating for this item. Thus, considering these extreme opinions
present in the LibimSeTi, the use of trust in the recommendation
techniques, as previous studies have shown, seems to provide more
personalization to the predicted recommendations reflecting these
differences in opinions.

Further to that discussed in 6.1, we notice that the Ensemble Trust
(Eq. 8) and the Trust CF formulae are almost identical throughout
the results. This may be because the set of users who have a positive
pearson correlation (PCC) to the target user is similar to the set of
users who are trusted by the user.

Overall, we see common behavior to that of the datasets above, as
the percentage of ratings that are hidden increases, the coverage of
the algorithms drop, but the trust formulas do not drop as quickly



as the standard techniques, remaining reasonably optimal.

7. CONCLUSION

In this paper we present an empirical analysis of a number of tech-
niques used to incorporate trust into recommender systems in com-
parison to standard recommendation algorithms. Using a trust in-
ference formula developed in our previous work, we apply these
techniques to three different datasets without the need for explicit

trust assertions, by automatically inferring trust links between users.

We apply each technique to each dataset to predict rating values
with 10%, 20%, 30% and 50% of the ratings hidden from the graph.
From these prediction of each algorithm we measure the Mean Ab-
solute Error, Root Mean Square Error and the prediction coverage
and thus analyze the effects of these techniques on three different
datasets with increasing numbers of ratings removed. From these
results, we remark that the more ratings that are hidden in the graph,
the accuracy of the standard algorithms drop at a quicker rate than
those of the trust-based algorithms. We also remark that the pre-
diction coverage of trust-based techniques remains relatively high
even with 50% of the original ratings from the graph.

It is clear from these results that the incorporation of trust into rec-
ommendation algorithms can increase both the accuracy and the
coverage of personalized recommendations. However, it is impor-
tant to note the affect on each algorithm of the connectivity of the
network in question. Particularly in the case of a sparse dataset,
the use of trust can significantly improve both the coverage and the
accuracy of recommendations. On the other hand, when used in a
highly connected network where the ratings of items are reasonably
distributed, such as MovieLens the improvement is not distinct,
with trust showing signs of improvement but not very significant
improvement. However, with a well connected network but where
the ratings are more extreme and show disagreement between users
such as the LibimSeTi dataset, we can see that trust can distinctly
improve accuracy and personalization of recommendations.
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