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One of the current research trends in machine learning applied to bioinformatics is to 
combine several sophisticated learning algorithms in order to increase a classifier’s 
predictive accuracy (credibility) and its explanatory power (comprehensibility).  
When trying to learn from large and diverse data sets (e.g. biological databases) it is 
important to produce hypotheses that encapsulate all the information from different 
sources. The classifiers that are used to characterise and/or classify the data must be 
accurate and easily understandable by the human expert.  Most methods in 
bioinformatics only concentrate on the classifier’s credibility and less often emphasise 
its comprehensibility. 
 
For some multi-class classification problems (e.g. C1, C2, C3, …, Cn), the set of 
positive examples (C1) is very small compared to the set of negative examples (C2, 
C3,…,Cn); this is the common scenario in the functional annotation problem where 
there exist a lot of classes but the number of the examples (proteins) in each class is 
relatively low.  This imbalanced proportion of examples in each class contributes to 
the poor performance of standard machine learning techniques (e.g. decision trees).  
Existing machine learning approaches tend to produce a strong discrimination 
classifier (high accuracy) with very low sensitivity (also called completeness) when 
learning on these types of problem. 
 
The aim of this research is to construct a novel approach to integrate rules/patterns 
induced from multi-class and unbalanced data sets; and to demonstrate its usefulness 
in biological data.  Specifically this method has been designed to increase the 
sensitivity of the classifiers.  However, one consequence of this approach is the 
decrease in classifier’s specificity. 
 
We have applied this method to multi-class protein fold classification.  The data set 
contains 700 examples for 27 SCOP folds.  We showed that this approach is useful 
when the ratio of positive/negative examples is very low, and when the initial 
classifiers yield little sensitivity.  In this case, the loss of specificity is small compared 
to the increase of sensitivity, yielding more useful classifiers.  We are now working 
on improving the specificity of the integrated classifiers. 
 
50 words 
We devised a novel approach to integrate rules induced from multi-class and 
unbalanced data sets; and to demonstrate its usefulness to multi-class protein fold 
classification which contains 700 examples for 27 SCOP folds.  We showed that this 
approach increases the sensitivity of the classifiers and yielding more useful 
classifiers.   


